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Interpreting tunneling spectroscopic maps of a dinuclear Co(II) complex on gold
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Scanning tunneling microscope data from a dinuclear Co(II) complex adsorbed on Au(111) are analyzed using
density functional theory calculations. We find that the interaction with the substrate substantially changes the
geometry of the nonplanar molecule. Its electronic states, however, remain fairly similar to those calculated
for a gas-phase molecule. The calculations reproduce intriguing contrasts observed in experimental maps of
the differential conductance dI/dV and reveal the relative importance of geometric and electronic factors that
impinge on the image contrasts. For a meaningful comparison, it is important that the calculations closely mimic
the experimental mode of measurement.
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I. INTRODUCTION

The scanning tunneling microscope (STM) ushered in the
era of atomically resolved imaging [1]. However, the actual in-
terpretation of STM images requires theoretical input. Starting
from some method to compute the electronic structure of the
studied system, typical approaches can be divided into those
that compute the actual electronic current [2–9], and those that
compute the local density of electron states (LDOS) [10–17].
This later approach is the Tersoff-Hamann approximation
[10,11], which assumes that the tip of a scanning tunneling
microscope (STM) can be described by an s wave and neglects
tip-sample interactions, then the STM probes the LDOS at
the position of the tip apex. Although this interpretation is
clear and simple, interpreting and understanding STM images
of adsorbed molecules is, in some cases, not straightfor-
ward [8,18,19]. Further complications arise when the s-wave
approximation breaks down [20–25], e.g., with functional-
ized tips [26–30] or when inelastic processes contribute a
significant part to the tunneling current [31–35].

One common tool to help the interpretation of STM ex-
periments is to perform calculations of the geometric and
electronic structure using density functional theory (DFT).
While this method is believed to accurately describe structural
aspects, the energies of the obtained states, in particular unoc-
cupied levels, tend to be less reliable. In addition, calculating
the widths of these states is a daunting task. Finally, large
molecules may require calculations for prohibitively large sur-
face unit cells so that gas-phase calculations of the molecules
are the only available substitute. Depending on the mode

*Contact author: roberto.robles@csic.es

of measurement used in experiments, e.g., constant-current
topographs, constant-height maps of the current, or maps of
the differential conductance dI/dV at either constant current
or tip height, a number of states may contribute to the current
to extents that are determined by the states’ energies, widths,
and spatial decays. In view of the inherent uncertainties in
the calculated results, a detailed comparison of experimental
and calculated STM images is often avoided. The evolution
of scanning-probe image in the context of predictive tools
and artificial intelligence need to have reliable comparison
between experiment and theory [36].

Here, we analyze the intriguing case of the di-cobalt com-
plex C66H86Co2N4O4 [di-Co, Fig. 1(a)] adsorbed on Au(111)
[37]. Although the large size of the molecule does not ex-
clude DFT calculations, the unit cell of a realistic coverage of
molecules on the surface has to be simplified because of the
extension of the herringbone reconstruction of the Au(111)
surface. The structure of the complex is not planar in the gas
phase and it retains some of its three dimensionality on the
surface. This has a drastic influence on the image contrast. In
addition, the electronic states of the molecule are fairly sharp
in the experimental data and may partially be disentangled by
a comparison with calculated results.

Below, we first introduce the experimental and theoreti-
cal methods and highlight some characteristic experimental
data. In the main part of the article, the results of DFT
calculations are presented. We first discuss the structure of
the adsorbed molecule and its electronic states. Next, dI/dV
spectra are compared to calculated projected density of states
(PDOS) and LDOS curves. Finally, STM imaging modes
(constant height, constant current, conductance mapping) are
simulated and compared to the corresponding experimental
data.
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FIG. 1. (a) Scheme of the investigated di-Co complex. (b) Topo-
graph from a large monolayer island of di-Co on Au(111) recorded
with V = −1 V and I = 10 pA. The color scale used throughout
the manuscript is displayed in the inset. Lighter grey indicates larger
apparent height. The herringbone reconstruction of the Au substrate
is discernible. (c) Enlarged image of the molecular arrangement
(0.1 V, 140 pA). The rectangular unit cell (edges 3.55 and 2.44 nm)
as determined from the STM images contains two molecules. A
scheme of one molecule is overlaid within the cell. It neglects the
underlying reconstruction of the Au(111) substrate. The [110] and
[112] directions of the substrate are marked with arrows.

II. METHODS

The di-Co complex was synthesized according to the pro-
cedure of Ref. [38]. Au(111) single-crystal surfaces were
prepared by repeated Ar ion bombardment (1.5 keV) and an-
nealing to 450◦ C. The di-Co molecules were sublimated from
a heated crucible (≈260◦ C) onto the substrate at ≈25◦ C.
STM tips were electrochemically etched from W wire and
annealed in vacuo. All STM experiments were carried out
at ≈4.6 K and under ultrahigh vacuum conditions. For mea-
suring the differential conductance dI/dV a lock-in amplifier
was used and a sinusoidal modulation voltage (0.5 mVrms

at 667.8 Hz) was applied to the sample voltage V . The
experimental STM images have been low-pass filtered. In
addition, the large-scale image has been corrected for a curved
background.

To analyze the STM images, electronic structure calcu-
lations were performed in the framework of DFT using
the VASP code [39]. Core electrons were treated using the
projected augmented-wave (PAW) method [40] and wave
functions were expanded using a plane-wave basis set with an
energy cutoff of 400 eV. PBE was used as exchange and corre-
lation functional [41]. The missing van der Waals interactions
in this functional were treated using the Tkatchenko-Scheffler
method [42]. The description of the Co d electrons was
improved by using the LDA+U method as formulated by Du-

darev [43] with an effective Hubbard U value Ueff = U − J =
3 eV, chosen as explained in the Appendix.

The Au(111) surface was simulated using the slab method
with four atomic layers separated by a vacuum region of
21 Å. The coordinates of all atoms except the two bottom
layers were relaxed until forces were smaller than 0.02 eV/Å.
The experimental unit cell (excluding the herringbone recon-
struction) corresponds to a 12 × 5 rectangular unit cell and
includes two di-Co molecules. A matching simulation cell, as
used in Ref. [37], includes 804 atoms and therefore it presents
a formidable computational task. Here, we used a smaller
7 × 5 rectangular unit cell including one di-Co molecule. In
this cell, the number of atoms is 442, which considerably re-
duces the computational cost of the simulations and allows for
a more detailed analysis. We have compared the results using
the 7 × 5 cell with simulations performed for the experimental
unit cell, presented in Ref. [37]. Despite the different positions
and orientations of the molecules with respect to the substrate,
we have found both results to be nearly identical.

STM simulations were done by applying the Tersoff-
Hamann approximation [11] using the method of Bocquet
et al. [16] as implemented in the code STMpw [17]. A
(3 × 3 × 1) k-point sampling was used for the STM simu-
lations, while owing to the large size of the unit cell the
geometry optimizations could be done using just the � point.
Charge transfers and magnetic moments were determined by
Bader analyses [44].

An important analysis tool is the projected density of states
(PDOS) onto atomic and molecular orbitals. The principle
behind the PDOS is to analyze a complex electronic structure
in terms of simpler wave functions, such as the ones corre-
sponding to single-electron atomic or molecular orbitals. Then
the PDOS is just a density of states, where each electronic
state of the system (given by the Bloch state |n�k〉 at energy
εn�k because in the calculations we are using periodic boundary
conditions) is also weighed by the overlap of the state with the
atomic or molecular orbital that we are choosing to analyze
our system. Let us assume that a is the atomic or molecular
orbital, then the PDOS becomes

PDOSa(E ) =
∑

n�k
|〈a|n�k〉|2δ(E − εn�k ). (1)

It is instructive to compare the above Eq. (1) with the
expression used to evaluate the dI/dV in the calculations [16],
which is given by

dI

dV
(V ) ∝

∑
n�k

|�n�k (�r0)|2δ(eV − εn�k ), (2)

where V is the applied bias, �r0 is the tip’s position over the
surface, and �n�k (�r) is the wave function of the Bloch state
|n�k〉 corresponding to the calculation’s unit cell. Compared
to the expression of the PDOS, Eq. (1), the dI/dV in the
Tersoff-Hamann scheme corresponds to replacing the overlap
of the Bloch state with the atomic or molecular orbital, by
the spatial distribution of the Bloch wavefunction. This is a
significant difference, because in the PDOS the spatial distri-
bution of the state is integrated and does not depend on where
the tip is placed. The difference is even more drastic when we
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consider how the spatial distribution is on the vacuum-solid
interface. Using the theory of Ref. [16], we can expand the
wave function in its Fourier components along the surface
(thanks to the unit-cell periodicity), and take the asymptotic
behavior in the vacuum region along the coordinate z (z > 0).
Then, the wave function is given by

�n,�k (�x, z) =
∑

�G
Cn�k ( �G)e−i(�k+ �G)·�xe−ξ (k,G,εn�k )|z|, (3)

where Cn�k ( �G) are the coefficients for the Fourier vector �G.
The function decays exponentially with the decay coefficient
ξ (k, G, En,k ), given by

ξ (k, G, εn�k ) =
√

2m∗(eφ − εn�k )

h̄2 + (�k + �G)2, (4)

where εn�k is the band energy for the state n�k, m∗ is the effective
mass, and eφ is the work function. The decay in the vacuum
region given by Eq. (4) is then a function of the work function
(eφ), but also of the spatial variations along the surface given
by the Fourier vectors �G. As the tip recedes from the surface,
z increases, and large values of ( �G)2 yield a very small value
of the exponential in Eq. (3), leading to a removal of fast spa-
tially varying features. This effect can greatly modify the final
STM image that departs from simple addition of isosurfaces
of molecular electronic structure or other simplifications like
shown in Refs. [19,45–47].

III. EXPERIMENTAL DATA

In the complex di-Co, two Co(salophen) subunits are
linked via a phenyl ring [Fig. 1(a)]. The periphery of the com-
plex is decorated with eight tert-butyl moieties. Deposition
onto Au(111) surfaces at ambient temperature results in a
rectangular pattern of the constant-current image [Fig. 1(b)]
with two molecules per unit cell [Fig. 1(c)]. Eight major pro-
trusions are observed per molecule, suggesting that the image
features essentially indicate the bulky tert-butyl subunits.

Spectra of the differential conductance (dI/dV ) covering
a fairly wide voltage range reveal plenty of features, which
may be expected for a molecule that couples weakly to the
substrate (Fig. 2). In particular, several occupied states are
resolved around the voltages −2.2,−1.5,−0.8,−0.09 V and
an unoccupied state is discernible at 1.7 V with indication
of weak features at 0.4, 0.8, 1.1, and 2.0 V. The data were
measured at the tip positions indicated in the inset, which
correspond to an outer tert-butyl, an inner tert-butyl, and a
Co(II) center. There are variations of the intensities and pre-
cise peak positions among the spectra, which may result from
spatial variations of the relevant orbitals or of the vibrational
excitation probabilities [48,49].

The main experimental results are displayed in Fig. 3,
which combines series of constant-current images (CC STM),
constant-height images (CH STM), and constant-height maps
of dI/dV (CH dI/dV) recorded from a molecule in an or-
dered island at various voltages. In agreement with Fig. 1(c),
the lower row of Fig. 3 shows the constant-current images
with the previous eight bulky features at the position of the
tert-butyl moieties. At the lowest and highest voltages used,
some variations are observed. At V = −2.0 V, the interior

Au

FIG. 2. Spatially resolved spectra of the differential conductance
dI/dV at fixed heights. The feedback loop of the STM was disabled
at V = 2.5 V and I = 200 pA. The spectra were measured at the
positions indicated in the topograph in the inset. They have been
vertically shifted by 0.1, 0.2, 0.3, and 0.4 nS (bottom to top curves,
respectively). A gray line shows the spectrum of clean Au(111).
Markers indicate voltages where reproducible features are observed.

protrusions are hardly separable and at V = 2.0 V, these
protrusions appear lower. Instead, a faint feature develops in
the central area of the molecule. The middle row of Fig. 3
shows the constant-height topography. The protrusions in the
constant-height images seem better resolved but do not add
much further information. As expected, the dI/dV maps ex-
hibit a more clear bias dependence (Fig. 3, top row). At V =
1.8 V, the central maximum is the most prominent feature of
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FIG. 3. Bias-dependent images of a single di-Co complex within
an ordered island. (Top row) Maps of the differential conductance
dI/dV measured at constant heights determined opening the current
feedback at I = 100 pA and the voltages indicated at the top of
the figure. (Middle row) Constant-height images recorded simultane-
ously with the constant dI/dV maps. (Bottom row) Constant-current
images recorded at I = 100 pA and at the voltages indicated at the
bottom.
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(a) (b)

FIG. 4. (a) Gas-phase geometry of di-Co. The molecule is not
fully symmetric due to steric interactions between the tert-butyl
groups. (b) Geometry of the molecule after deposition on Au(111).
Lines show the unit cell used in the calculation.

the image. At negative voltages, a separation of the interior
tert-butyl features is resolved at −0.05 and at −1.5 V but is
absent at intermediate bias (−0.8 V).

IV. SIMULATION RESULTS

A. Geometry and electronic states

We first performed calculations for the free-standing di-
Co molecule. Already in the gas phase the symmetry of the
molecule is reduced due to steric interactions between the
tert-butyl groups, as can be seen in Fig. 4(a). The molecule
is magnetic, with each Co atom carrying a computed spin
moment of 1.03 μB. In the ground state, there is an antifer-
romagnetic (AF) coupling between the Co atoms, while the
ferromagnetic (FM) solution is 2.4 meV higher in energy.
After deposition on the surface, the central backbone of the
molecule bends to get closer to the surface owing to the
van der Waals interaction with the substrate [Fig. 4(b)]. We
estimate the bending by measuring the vertical distance (i.e.,
the difference of the z coordinates) between the central C atom
and the lowest H atom. This distance decreases from ≈2.5 Å
in the gas phase to ≈1.1 Å on the surface. Despite the con-
siderable molecular distortion, the changes in the electronic
structure are modest because of the limited hybridization with
the surface that leads to a small charge transfer of 0.23 elec-
trons from the molecule to the surface, and to maintaining
the gas-phase magnetic properties. Upon adsorption, the spin
moment of the Co atoms is 1.06 μB, with the AF configuration
lying 3.0 meV lower in energy than the FM one.

B. Simulation of dI/dV spectra

Experimental dI/dV spectra (Fig. 2) are related to the local
density of states (LDOS). However, as first approximation

FIG. 5. (a) DOS projected on di-Co on Au(111) (black) and one
of the Co atoms (orange). (b) Calculated differential conductance
dI/dV , using the LDOS, at a height of 11.8 Å above the metal sur-
face. The colors Tert-1 (blue), Tert-2 (red), Co (orange), and Center
(violet) correspond to the experimental ones and the corresponding
tip position in Fig. 2. Arrows mark the position of experimental
reproducible features from Fig. 2. The inset shows dI/dV over the
Co atom along with the DOS projected on d (yz) and d (z2) Co states.
(c) DOS projected on the MOs of the free-standing molecule in the
adsorption geometry. A broadening of 100 meV has been applied to
the results. MOs around the Fermi energy are highlighted with colors.
The inset shows a zoom around the gap region.

dI/dV spectra are sometimes compared to the projected den-
sity of states (PDOS). Figure 5(a) shows the PDOS projected
on the di-Co states and on the orbitals of one of the Co
atoms. Like in the experimental spectra, we find an abundance
of peaks. However, a direct comparison to the experimental
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dI/dV spectra is difficult because the decay of the wavefunc-
tions into vacuum is not taken into account. It should also be
noted that the energies of the correlated Co d states, which are
improved by the use of the LDA+U method [43], depend on
the choice of U .

1. Local density of states

The LDOS at 11.8 Å above the surface and calculated
using the Tersoff-Hamann theory [11] is displayed in Fig. 5(b)
for selected horizontal positions. We verified that the same
qualitative results are obtained for different heights. Com-
paring with the projected DOS in Fig. 5(a), some weak
similarities can be found. However, depending on the hori-
zontal positions, different states that cause prominent PDOS
features are observed in the LDOS high above the sur-
face. For example, the DOS over the center of the molecule
[violet curve in Fig. 5(b)] decreases faster than the DOS
over the tert-butyl moieties (red and blue curves), simi-
lar to the experimental results. Specially interesting is the
slow decay of the DOS in the gap region (≈ − 0.4 eV to
≈1.0 eV) over the tert-butyl moieties. We can relate this
behavior to the weak features of the experimental dI/dV
spectra. In particular, the peak around the Fermi energy is
also present in the experimental results. As a further example,
we compare the dI/dV spectrum over Co [orange curve in
Fig. 5(b)] with the projection on Co orbitals [orange curve in
Fig. 5(a)]. Different peaks decay at different rates, resulting
in different shapes of the dI/dV and PDOS curves. For in-
stance, the strongest dI/dV peak is located at ≈2.25 eV. In
contrast, the PDOS on Co only shows a minor feature at
this energy. Conversely, the strong PDOS peak at 2.00 eV
is largely suppressed in the dI/dV curve. The reason can be
traced back to the composition of both peaks. The Co state at
2.25 eV is d (yz), thus it has a z component, and extends farther
into the vacuum than the d (xy) state at 2.00 eV. The PDOS
on the d (yz) and d (z2) Co states [green curve in the inset of
Fig. 5(b)] shares most peaks with the dI/dV over Co showing
that these orbitals are mainly responsible for the spectrum
above Co.

2. Projection on orbitals of the isolated molecule

Figure 5(c) shows projections of the states of the ad-
sorbed complex onto some frontier molecular orbitals (MOs)
(colored curves). The molecular orbitals correspond to the
orbital a appearing in the overlap on Eq. (1). In order to
avoid geometrical spurious effects, the molecular orbitals are
computed for the geometry of the adsorbed molecule and
not of the free molecule. The black curve is the DOS of the
adsorbed molecule, i.e., the sum of both spin directions shown
in Fig. 5(a). The small width of the PDOS features reveals that
most MOs exhibit little hybridization with the metal substrate.
However, there are exceptions like the HOMO–3 (magenta)
and the LUMO+1 (light blue), which are significantly broader
than the other projections. We attribute the width of the
HOMO–3 to the d (yz) and d (z2) orbitals of the Co ion, which
point not only into vacuum, but also toward the surface. In the
case of the LUMO+1, the hybridization is presumably caused
by the large weight of the MO at the center of the molecule,
which is close to the surface.

FIG. 6. Simulated images of a di-Co molecule at the indicated
voltages. (Top row) Maps of the differential conductance dI/dV at
constant height. (Middle row) Current images at constant height.
(Bottom row) Constant current images. The optimized geometry of
the molecule is overlaid at the bottom left corner.

Most DOS peaks are not derived from a single orbital of
the isolated molecule, rather they are combinations of several
MOs. For example, the highest occupied peak results mainly
from the HOMO and the HOMO–1, and the lowest unoccu-
pied peak stems from the LUMO and the LUMO+1.

Returning to the dI/dV spectra, we find that the projection
onto the LUMO+1 (light blue) closely resembles the dI/dV
spectrum above the center of the molecule [Fig. 5(b), violet].
The inset of Fig. 5(c) shows that the tails of several MOs
extend into the gap region. This effect does not only involve
the HOMO and the LUMO, but is also caused by the strongly
hybridized states HOMO–3 and LUMO+1.

C. Simulation of images

Using STMpw [17], maps of dI/dV at constant height,
current images at constant height, and constant-current im-
ages were calculated as a function of the sample voltage.
Selected results are shown in Fig. 6. Like in the experi-
mental data, the simulated mode of measurement drastically
affects the appearance of the images. dI/dV maps show the
most pronounced bias dependence as expected. Moreover,
the constant-current mode enhances small conductances and
therefore seems to broaden the molecular features compared
to the current image.

The simulated images agree remarkably well with the ex-
perimental data of Fig. 3. All imaging modes lead to eight
prominent features at the positions of the tert-butyl moieties.
In the dI/dV maps, their shapes vary with the voltage. In par-
ticular, the inner protrusions are almost fused at V = −0.72
and −0.51 V, are clearly resolved at −0.04 V and are only
weakly discernible at the shown positive voltages. Moreover,
a strong feature is resolved in the central area at 1.48 V,
while its intensity is very low at −0.72 and 1.23 V. These
evolutions can also be recognized in the experimental dI/dV
maps, albeit at slightly different voltages. The experimental
maps at 1.8,−0.05, and −0.8 V resemble the simulated ones
at 1.48,−0.04, and −0.72 V.
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(a)

(b)

FIG. 7. (a) Isosurfaces of the wavefunctions of selected MOs of
the gas-phase di-Co molecule with the geometry of the adsorbed
case, the two colors refer to two phases (±) in the wavefunction.
Spin-up and -down MOs are shown as marked by the label on the
left. (b) Planar sections at ≈4.5 Å above the molecular plane.

1. Energy dependence of the imaged states

Next, we analyze the origins of some features of the
STM images. Starting with the −0.51 V simulation, in which
the interior protrusions are fused, we find two main con-
tributions to the image contrast from the projected DOS in
Fig. 5(c), namely the HOMO and the HOMO–1. The corre-
sponding wavefunctions of the gas-phase molecule are shown
in Fig. 7(a) along with the geometry of the adsorbed molecule.
The HOMO and the HOMO–1 are hardly spin-polarized and
consequently the two spin directions have similar spatial dis-
tributions and contributions to the image contrast. However,
a direct comparison of the isosurfaces with the experimental
data, in particular in the constant-height dI/dV maps that
present the clearest information on the electronic structure,
is not illuminating. The contrasts in the images of di-Co are
predominantly caused by the three-dimensional geometry of
the molecule, and therefore the variations in the isosurfaces of
the different MOs are hardly seen in the STM maps. Rather
than eight protrusions, the isodensity surfaces show plenty of
additional details.

2. Spatial dependence of the imaged states

To more closely match the measurement process, we use
planar sections of the wavefunctions at ≈4.5 Å from the
molecular plane [Fig. 7(b)]. In this way, their evolutions in
vacuum, which depend on the electronic structure and on
the geometry as well, are taken into account. Considering
both spin up and spin down, the sections of the HOMO and
the HOMO–1 feature eight protrusions as observed in the
experiment. The fusion of the interior protrusions is caused
by the HOMO. Its wavefunction does not change phase be-
tween the interior tert-butyl groups, a nodal plane is absent,
and for this reason the interior groups appear fused at large
heights.

The experimental dI/dV map at −0.8 V displays fused
interior protrusions, but in addition a maximum is present over
the Co ions. A corresponding signal may be found in the sim-
ulated dI/dV map at −0.72 V. Figure 5(c) reveals that several
MOs are relevant in this case. Some of them, like HOMO–2 or
HOMO–4 (not shown), do not add additional features beyond
the eight tert-butyl protrusions. The HOMO–3, however, does
exhibit a feature over the Co atom. It is caused by the d (yz)
and d (z2) states of the Co ion, which extend far into the
vacuum.

Another prominent feature of the STM images is the
maximum above the central region of the molecule. In the
simulations, it is particularly strong at 1.48 V, but is also
observed at 1.23 V. According to Fig. 5(c), the most important
orbitals at the latter energy are the LUMO and the LUMO+1.
The LUMO+1 has an important weight on the central part and
therefore gives rise to the signal at 1.23 V. At 1.48 V, a further
contribution from the LUMO+2 (not shown) adds to the sig-
nal. This spatial pattern of this orbital and the LUMO+1’s
resemble each other, resulting in a stronger feature at the
molecular center.

Finally, we address the images at −0.04 V. This energy
falls inside the HOMO-LUMO gap, and in many cases there
are not enough molecular states to allow a good simulation
of the STM image. Here, the tails of several MOs extend into
this energy [see inset of Fig. 5(c)], and their combination leads
to images with the eight protrusions above the molecule as
observed in the experimental low-bias maps.

V. CONCLUSIONS

The nonplanar di-Co complex adsorbed on Au(111) was
investigated with STM and DFT calculations. Despite the
complexity of the molecule and its three-dimensional geom-
etry the experimental and the theoretical results using the
Tersoff-Hamann approach match fairly well. While projected
densities of states and isodensity surfaces, which are readily
available in various DFT codes, are useful for discussing the
electronic structure of the molecule on the surface in terms
of its gas-phase orbitals, they fail to match experimental data.
To analyze constant-current images, current images, or maps
of the differential conductance, it is necessary to take the
spatial decay of the relevant wave functions into account
and to closely mimic the mode of measurement used in the
experiments. In the present case of di-Co, much of the image
contrast is caused by the geometric height of the molecular
subunits together with the extension of the molecular or-
bital into the vacuum region [45]. Additionally, the filtering
effect of the different decay of Fourier components of the
electronic structure leads to nontrivial final images [19,46].
However, Co d (yz) and d (z2) states may also be detected
in energy resolved data because they lead to sharp spectral
features.
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APPENDIX: DETERMINATION OF Ueff

FOR THE LDAU+U METHOD

In order to chose the value of Ueff = U − J for the
LDAU+U method [43] we performed calculations of the di-
Co molecule in the gas phase. For values of Ueff between 0
and 5 eV we computed the energies of solutions with ferro-
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FIG. 8. Energy difference between ferromagnetic and antiferro-
magnetic solutions of the di-Co molecule in the gas phase as a
function of the U parameter (Ueff ).

magnetic (FM) or antiferromagnetic (AF) coupling between
the two Co atoms. The difference between both solutions is
shown in Fig. 8.

For all considered values of Ueff the molecule in the ground
state is antiferromagnetic, as observed experimentally [37].
The measured experimental value for EFM − EAF is 2.5 meV
[37], which following Fig. 8 is reproduced with Ueff = 3 eV.
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and simulations of high-resolution STM imaging with a flexible
tip apex, Phys. Rev. B 95, 045407 (2017).

[30] I. Abilio, N. Néel, J. Kröger, and K. Palotás, Scanning tunneling
microscopy using CO-terminated probes with tilted and straight
geometries, Phys. Rev. B 110, 125422 (2024).

[31] F. Schulz, M. Ijäs, R. Drost, S. K. Hämäläinen, A. Harju, A. P.
Seitsonen, and P. Liljeroth, Many-body transitions in a single
molecule visualized by scanning tunnelling microscopy, Nat.
Phys. 11, 229 (2015).

[32] J. Kügel, P.-J. Hsu, M. Böhme, K. Schneider, J. Senkpiel, D.
Serrate, M. Bode, and N. Lorente, Jahn-Teller splitting in single
adsorbed molecules revealed by isospin-flip excitations, Phys.
Rev. Lett. 121, 226402 (2018).

[33] D. Rolf, F. Maaß, C. Lotze, C. Czekelius, B. W. Heinrich, P.
Tegeder, and K. J. Franke, Correlation of vibrational excitations
and electronic structure with submolecular resolution, J. Phys.
Chem. C 123, 7425 (2019).

[34] G. Reecht, N. Krane, C. Lotze, L. Zhang, A. L. Briseno, and
K. J. Franke, Vibrational excitation mechanism in tunneling
spectroscopy beyond the Franck-Condon model, Phys. Rev.
Lett. 124, 116804 (2020).

[35] C. Li, M.-L. Bocquet, Y. Lu, N. Lorente, M. Gruber, R.
Berndt, and A. Weismann, Large orbital moment and dynamical
Jahn-Teller effect of AlCl-phthalocyanine on Cu(100), Phys.
Rev. Lett. 133, 126201 (2024).

[36] L. Kurki, N. Oinonen, and A. S. Foster, Automated structure
discovery for scanning tunneling microscopy, ACS Nano 18,
11130 (2024).

[37] C. Li, R. Robles, N. Lorente, S. K. Mahatha, S. Rohlf, K.
Rossnagel, A. Barla, B. V. Sorokin, S. Rusponi, P. Ohresser, S.
Realista et al., Large orbital moment of two coupled spin-half
Co ions in a complex on gold, ACS Nano 17, 10608 (2023).

[38] H. Shimakoshi, S. Hirose, M. Ohba, T. Shiga, H. Okawa, and Y.
Hisaeda, Synthesis and redox behavior of dicobalt complexes
having flexible and rigid linkers, Bull. Chem. Soc. Jpn. 78, 1040
(2005).

[39] G. Kresse and J. Furthmüller, Efficiency of ab-initio total
energy calculations for metals and semiconductors using a
plane-wave basis set, Comput. Mater. Sci. 6, 15 (1996).

[40] G. Kresse and D. Joubert, From ultrasoft pseudopotentials to
the projector augmented-wave method, Phys. Rev. B 59, 1758
(1999).

[41] J. P. Perdew, K. Burke, and M. Ernzerhof, Generalized gra-
dient approximation made simple, Phys. Rev. Lett. 77, 3865
(1996).

[42] A. Tkatchenko and M. Scheffler, Accurate molecular van
der Waals interactions from ground-state electron density
and free-atom reference data, Phys. Rev. Lett. 102, 073005
(2009).

[43] S. L. Dudarev, G. A. Botton, S. Y. Savrasov, C. J. Humphreys,
and A. P. Sutton, Electron-energy-loss spectra and the structural
stability of nickel oxide: An LSDA+U study, Phys. Rev. B 57,
1505 (1998).

[44] W. Tang, E. Sanville, and G. Henkelman, A grid-based Bader
analysis algorithm without lattice bias, J. Phys.: Condens.
Matter 21, 084204 (2009).

[45] F. E. Olsson, N. Lorente, and M. Persson, STM images of
molecularly and atomically chemisorbed oxygen on silver, Surf.
Sci. 522, L27 (2003).

[46] K. Kolpatzeck, L. Brendel, R. Möller, R. Robles, and N.
Lorente, Paradoxical effects for a one-dimensional periodic po-
tential embedded in a two-dimensional system, Phys. Rev. B
107, 155418 (2023).

[47] A. Grewal, C. C. Leon, K. Kuhnke, K. Kern, and O.
Gunnarsson, Scanning tunneling microscopy for molecules: Ef-
fects of electron propagation into vacuum, ACS Nano 18, 12158
(2024).
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